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Abstract

The �exibility of deployment strategies combined with the low cost of individual

sensor nodes allow wireless sensor networks (WSNs) to be integrated into a variety

of applications. Network operations degrade over time as sensors consume a �nite

power supply and begin to fail. In this work we address the selective maintenance

of a WSN through a condition-based deployment policy (CBDP) in which sensors are

deployed over a series of missions. The main contribution is a Markov decision process

(MDP) model to maintain a reliable WSN with respect to region coverage. Due to the

resulting high dimensional state and outcome space, we explore approximate dynamic

programming (ADP) methodology in the search for high quality CBDPs. Our model

is one of the �rst related to the selective maintenance of a WSN through the repeated

deployment of new sensor nodes with a reliability objective, and one of the �rst ADP

applications for the maintenance of a complex WSN. Additionally, our methodology

incorporates a destruction spectrum reliability estimate which has received signi�cant

attention with respect to network reliability, but its value in a maintenance setting has

not been widely explored. We conclude with a discussion on CBDPs in a range of test

instances, and compare the performance to alternative deployment strategies.
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Key Notation

R The set of all subregions.

G The Wireless Sensor Network.

α The coverage requirement.

C(G(t)) The coverage of the network at time t ≥ 0.

M The number of missions.

δ The duration of a mission.

Nm,i,k The number of functioning sensor nodes with age k in subregion i at the beginning of

mission m.

N̄m The total number of sensor nodes functioning in the network at the beginning of mission

m.

Bm The budget available for the remaining missions.

Sm The state variable, Sm = (Nm, Bm).

S The set of all possible states.

xm The number of sensor nodes deployed at the beginning of mission m.

x̄m The total number of sensors deployed in subregion i at the beginning of mission m.

Cm(xm) The cost of action xm.

Rm(Sm, xm) Network reliability given state Sm and action xm.

Vm(Sm) Value function of state Sm, de�ned as the maximum expected number of successful

missions remaining among missions m,m+ 1, . . . ,M − 1 if the network is in state Sm at

the beginning of mission m.

Sxm The post-decision state variable, the state variable immediately after a deployment action.

V x
m(Sxm) The value function of the post-decision state, de�ned as the maximum number of success-

ful missions remaining among missions m+ 1,m+ 2, . . . ,M − 1 given the post-decision

state variable Sxm.

snα,i The probability that the ith sensor node failure results in coverage falling below α.

b(x;n, p) The binomial pdf, b(x;n, p) =
(
n
x

)
px(1− p)n−x.

B(x;n, p) The binomial cdf, B(x;n, p) =
x∑
i=0

(
n
i

)
pi(1− p)n−i .
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1 Introduction

Through the cooperative e�ort of individual sensor nodes, a wireless sensor network (WSN) can be

deployed to monitor and report data on an event of interest in a desired region. In environmental

settings WSNs can be valuable to monitor a forest providing early detection of forest �res, or to

monitor a coastline and warn about potential �ooding [1]. WSNs have additionally been deployed

to observe animals and their behavior in a natural habitat over a period of time with minimal

disruption [2]. In commercial applications, WSNs can be utilized to track inventory or for tem-

perature/climate control in buildings and warehouses [3]. Sensors have also been integrated into

military and healthcare applications [4], illustrating the �exibility WSNs o�er.

While a single sensor can monitor only a relatively small area, sensor nodes are able to commu-

nicate with each other to route information through the network. By su�ciently distributing nodes

throughout a region of interest, the WSN is able to monitor a much larger region. The deployment

of sensor nodes is typically categorized as either deterministic, where nodes are located at speci-

�ed locations, or random [4]. Random deployment strategies can be attractive due to their ease

of constructing a network, and is further supported by the low infrastructure (e.g., wires, cables)

required required for operation [5]. Each individual sensor node contains the components necessary

for sensing and sending/receiving data, as well as an individual battery that is drained over the

course of network operation [6]. As an increasing number of sensor nodes fully consume their power

supply and lose functionality, overall network coverage and connectivity begins to degrade. Sensor

nodes may also fail for other reasons as well (e.g., malfunction, damage). While not the focus of this

work, identifying faulty sensor nodes is an important problem as well to ensure data from the WSN

is accurate [7]. In either case, node failures can have a signi�cant impact on network capability and

may have ripple e�ects in the network as the remaining sensor nodes are relied on more heavily,

thereby increasing power consumption and the risk to other faults [8].

Methods to delay the impact of sensor node failures and extend network lifetime have received

signi�cant attention in the literature. A few areas include sleep/wake cycles [9�11] and power man-

agement techniques [12, 13]. Battery and/or sensor node replacement policies are examined in [14]

and [15], but is not considered a viable strategy for a large network operating in an environment

where it is not practical to access failed nodes individually [16]. In [17] and [18] WSN coverage

and/or connectivity is restored by deploying a minimal number of relay nodes. A similar problem is

addressed in [19] and [20], with an objective of providing a level of redundancy (i.e., k-connectivity

objective) to ensure the next sensor node failure does not immediately require additional actions to

restore the WSN.

The reliability of a WSN is an important metric as well as it can be used to justify the design,

deployment, and operational policies for individual sensor nodes. While initial WSN reliability

(i.e., for a WSN constructed at a single point in time) has been considered, research focusing

on WSN node redeployment has diverged from research focusing on WSN reliability evaluation.

Speci�cally, existing research related to WSN node deployment and redeployment typically considers

a deterministic coverage, connectivity, or lifetime measure (e.g., time to �rst node failure) instead of
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an explicit measure of network reliability. An additional limitation of existing deployment models

is that they are concerned with the deployment of sensors at a single point in time, and do not

address the need to deploy sensors in multiple stages to maintain a WSN over a longer horizon.

In this work we consider the problem of selectively redeploying sensor nodes into a WSN over

a series of maintenance actions subject to budget limitations. By redeploying sensor nodes, we

aim to maximize a multiple-mission measure of a WSN's reliability of covering an area. The main

contributions of this work are as follows:

1. We formulate the �rst Markov Decision Process (MDP) model to redeploy nodes into a WSN

to maximize the reliability of region coverage over time. This model also contributes to the

selective maintenance literature by addressing a large, complex network with hundreds of

components that cannot be represented using traditional series, parallel, or combinations of

simple subsystems.

2. We propose an Approximate Dynamic Programming (ADP) algorithm to solve the MDP

approximately. Noting that the reward function of the MDP entails evaluating network relia-

bility, we customize the ADP using a destruction spectrum approach for estimating network

reliability in the presence of maintenance actions.

3. We demonstrate the model's value and the solution procedure's e�cacy through numerical

examples and comparison to simpler node deployment policies.

The remainder of this paper proceeds as follows. Section 2 summarizes the relevant literature in

the areas of WSN reliability evaluation and selective maintenance modeling and characterizes this

work's relationships to other closely related research. Section 3 formally states the problem and

underlying assumptions, formulates an MDP model for the sensor node deployment problem, and

prescribes an ADP approach to identify node deployment policies. Section 4 presents numerical

results for a range of test instances and compares the ADP policies to alternative deployment

strategies. Finally, Section 5 concludes the article, and provides directions for future research.

2 Literature Review

Failures in a WSN are frequently attributed to either link failures [21] or node failures [22�24].

The impact of component failures on reliability is re�ected through WSN reliability measures that

are commonly de�ned by traditional reliability de�nitions such as two-terminal, k-terminal, or all-

terminal reliability, see [25�27], respectively. Recently, Xiang and Yang [23] introduced a generalized

k-terminal measure to re�ect the characteristic that a WSN can function as long as k arbitrary

sensor nodes are connected to the sink node. In addition to battery depletion, WSN reliability in

the presence of sensor node malfunctions or software errors has been addressed [28]. WSN reliability

considering common cause failures is introduced in [29] where all nodes located in a certain region

may be impacted. Performance based reliability measures, such as the amount of data that can

delivered to a desired sink node, are also mentioned in [30]. Since WSNs are frequently deployed with
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a purpose of monitoring a desired region, WSN reliability de�nitions have also addressed reliability

of area coverage [22,28,31].

For complex networks such as WSNs, network reliability evaluation problems are typically #P-

Complete [32] and therefore pose a signi�cant computational challenge. An exact approach to

WSN reliability, such as a path-set approach in [28] or a derivation of the reliability polynomial

as in [27] is limited to WSNs with only a few sensor nodes. Fault-tree analysis [33] and reliability

block diagram [24] techniques have also been utilized, but are not practical for randomly deployed

networks with complex sensor node communication paths. For large scale WSN's where exact

methods become intractable, approximation methods such as a Monte Carlo simulation can be

utilized [22,29].

Literature addressing the reliability of a WSN has primarily focused on the evaluation of relia-

bility. When addressing a WSN design problem a handful of works have considered an optimization

objective involving reliability. In [27] one such problem is approached through the evaluation and

reliability comparison for a small number of �xed network topologies. In [23] reliability is max-

imized by varying the transmission power based on the relationship between sensor node power

consumption and sensor node lifetime. The extension of WSN reliability as an objective beyond

initial network deployment, and in particular informing a maintenance policy to sustain operations

for a large-scale WSN as new sensor nodes are deployed in the network has not been addressed.

Our problem of maintaining a WSN over an extended period of time subject to limitations

on the available maintenance actions (e.g., a budget) relates closely to the selective maintenance

problem. A mathematical formulation of the selective maintenance problem in a series-parallel

system is discussed in [34], where models are presented that maximize system reliability subject to

constraints on cost and maintenance time available, or minimize cost (time) subject to a constraint

on the time (cost) and minimum system reliability requirement. In [35] the model is expanded

to consider multiple maintenance actions (e.g., minimally repair failed components, replace failed

components, replace functioning components), and model the lifetime of an individual component

with a Weibull failure distribution. In both [34] and [35] the maintenance decision is based on

maximizing or minimizing the objective for the next mission (i.e., until the next maintenance action).

Since the system is likely maintained over a series of missions, a maintenance policy can be improved

by considering the impact of a decision on future missions as well. This problem is �rst explored

in [36] through an MDP model for a small series-parallel system, and later in [37] by applying

ADP methodology to solve for a maintenance policy in a system comprised of a larger number

of subsystems and components. MDP models are also presented for multi-state components for a

K-out-of-N :G system in [38] and a moderately-sized series-parallel system in [39].

Recent attention on the selective maintenance problem has focused on variations to a number

of assumptions common in the previous works. In [40], the authors present a model addressing

stochastic imperfect maintenance. In addition to a do-nothing and perfect maintenance action, the

decision can be to perform imperfect maintenance but the exact outcome/improvement to the system

is uncertain. In much of the selective maintenance literature, the time between maintenance actions

is also assumed to be constant. The model in [41] introduces uncertainty in mission duration,
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resulting in an unknown time until the next maintenance action. Meanwhile, in [42] structural

dependencies between components are introduced in which improving system performance might

require maintenance to several components in a group instead of a single individual component.

Compared to the selective maintenance problems discussed in [34�37], WSNs typically lack

the well de�ned structure of a series-parallel system which complicates the estimation of network

reliability. A survey of selective maintenance problems is provided in [43], with mention to several

works that address complex con�gurations. However the de�nition of a complex system in the

selective maintenance literature typically refers to a bridge system, a K-out-of-N :G system, or a

system that is comprised of multiple structures (e.g., series-parallel) [43]. In this work a complex

network refers to a network that cannot be represented by a combination of series, parallel, or other

well-known con�gurations.

In extending the selective maintenance problem to a WSN approximation methods such as

a Monte Carlo simulation or an estimate for a reliability bound might be considered. However

relying on such an approach that requires repeated implementation to optimize a policy is not

computationally tractable.

We address the complexity present in a reliability objective by incorporating the destruction

spectrum (D-spectrum) to estimate network reliability [44]. In the presence of independent and

identically distributed (i.i.d.) sensor failures the D-spectrum is only a function of the network struc-

ture, and does not depend on the failure distribution of sensors in the network [45]. While it is

possible to compute the D-spectrum of a network exactly it is more common to use an approxi-

mation method, particularly when applied to a large, complex system. A Monte Carlo estimation

of the D-spectrum has been shown to be more e�cient compared to a traditional Monte Carlo

simulation that directly estimates network reliability [46]. The lower computational e�ort required

in estimating the D-spectrum, algorithms of which are outlined in [47] and [48], becomes signi�cant

when reliability estimation is embedded in an optimization problem and may need to be repeated

over a large number of replications. The D-spectrum has received signi�cant attention in network

reliability literature, but its application in a maintenance setting is still emerging. The D-spectrum

is applied in [49] to develop a preventive maintenance policy for a network subject to external shocks

causing node failures with equal probability. The D-spectrum is incorporated in an expected cost-

estimate dependent upon either a preventive maintenance action if components are repaired prior

to network failure, or emergency repair if the network has failed. The resulting policy determines

the number of failed components before a preventive maintenance action is necessary to minimize

the long-run cost.

Research that is most closely related to this paper and addresses elements from each of the

previous topics is found in [47] and [50]. In [47] a time-based deployment policy (TBDP) for a WSN

is explored where the network is restored to a �xed size at periodic time intervals. Sensor nodes are

randomly deployed in the network, and the D-spectrum is incorporated to estimate both the cost and

WSN reliability over a wide range of deployment policies. Closely related to a TBDP is one in which

a �xed number of sensors are deployed in the network at constant time intervals. This now results

in a varying network size, but [50] address how the D-spectrum remains valuable in estimating
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WSN reliability. The myopic condition-based deployment policy in [50] deploys new sensors to

maximize reliability for a single mission, without considering the impacts on future missions. To

the best of our knowledge, [47, 50] are the only sensor node redeployment policies in the literature

to optimize WSN reliability over time. In this work we discuss how the D-spectrum can be adapted

into a model to estimate WSN reliability in the presence of a condition-based deployment policy

in which the decision also includes the number of new sensor nodes to deploy in the network,

and complications that arise concerning a dynamic network topology, dynamic network size, and a

dynamic age composition of sensors.

Our research extends the prior work [47, 50] by formulating the node deployment problem as

an MDP. Although MDPs have been applied to a variety of WSN problems [51], the work of [15]

appears to be the only previous MDP model focusing on the problem of replacing failed nodes

over time. We note that the MDP of [15] makes a signi�cant assumption that all failed nodes

equally a�ect WSN performance, thereby disregarding network topology. By comparison, our work

speci�cally considers network topology within the MDP.

3 Problem Description and Model

In this section we discuss a condition-based node deployment MDP model in which a limited budget

is available to deploy additional sensors in the network. The WSN, represented by G, is comprised

of a collection of sensor nodes and a sink node deployed throughout a region of interest. Sensor

nodes in the network are responsible for communicating with neighboring nodes to route information

through the network, with a desired destination at the sink node. In addition to a communication

capability, sensor nodes are tasked with monitoring the surrounding area and desired target locations

in the region. We assume a unit disk graph model in which a pair of sensor nodes can communicate

directly if their distance from each other is no more than d1. Similarly, we assume a functioning

sensor node can monitor any target within a distance of d2.

For a target to be covered in the network it must not only be within the monitoring radius of

a functioning sensor; there must also be a communication path through a sequence of functioning

sensor nodes (that can communicate directly) from the monitoring sensor back to the sink node.

The ability of sensors to communicate with one another declines over time as a result of sensor

node failures, which also impacts the collection of targets covered. The lifetime of an individual

sensor node is modeled by a survival function F̄ (t) = 1−F (t), where F (t) represents the cumulative

distribution function (cdf) of sensor node lifetime and is assumed to be identically distributed for

all sensors. At time t ≥ 0, the WSN G is represented by G(t) and consists of sensors that remain

functioning at time t. The proportion of targets covered, or WSN coverage, is denoted C(G(t)) and

informs the condition of the network.

Note that WSN coverage is dependent upon the number of targets within range of a functioning

sensor node (in�uenced by d2), and the ability of a sensor node within range of a target to route

information to the sink node, communicating through multiple hops if necessary to route information

over a longer distance (in�uenced by d1). The survival function F̄ (t) is de�ned for each individual
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(a) (b) (c)

Figure 1: (a) Initial WSN with sink node (?) and functioning sensor nodes (•) ; (b) WSN

with failed sensors (◦) ; (c) WSN with newly deployed sensors (•).

sensor node, and impacts C(G(t)) as nodes fail over time and network communication/monitoring

capabilities degrade. The timing and locations of newly deployed sensor nodes also impact C(G(t))

as the new sensors may reestablish coverage over certain targets and/or restore connectivity with

a group of sensor nodes that remain functioning from previous missions but were isolated from the

sink node due to sensor node failures along a communication path. The redeployment decision must

consider these factors in order to maximize WSN reliability at key points in time, where reliability

is de�ned as P [C(G(t))] ≥ α for a given coverage requirement α.

An example of the WSN evolution over time is illustrated in Figure 1. In Figure 1(a) the WSN

contains a large number of sensors and covers a signi�cant portion of the region. Over time sensors

fail and can dramatically impact network performance, as illustrated in Figure 1(b). To prevent a

further drop in coverage and restore network capability, new sensors are deployed in the network,

demonstrated in Figure 1(c). New sensors can be deployed in the network with an objective to

improve the ability of sensors to communicate with one another, in addition to re-establishing

coverage in portions of the network that were severely impacted by failures.

The desire of deploying new sensors in the WSN is to enable the region of interest to be monitored

over a sequence of missions {0, 1, . . . ,M − 1}. Each mission is of equal duration δ, and mission m

corresponds to the duration of time between mδ and (m+ 1)δ. Additionally, it is assumed that the

initial network is provided (i.e., node positions at time t = 0 are known). The �rst redeployment

action therefore corresponds to mission 1 at time t = δ. At the beginning of mission 1, and each

subsequent mission, the network is observed and a decision is then made on how many new sensors

are deployed in the network. In our discussion throughout we adopt the convention that network

observation and the deployment of any new sensors always occur at the beginning of a mission.

Since the end of mission m− 1 corresponds to the beginning of mission m, an equivalent statement

is that the network is observed at the end of mission m− 1, the deployment of new sensors occurs,

and then mission m starts. For consistency purposes and ease of state variable and decision variable

de�nitions introduced later, we always refer to both actions occurring at the beginning of a mission.

3.1 Deployment Actions and Template Structures

To avoid the computational e�ort in explicitly modeling the location of each newly deployed node,

we instead allow the decision maker to specify a subregion into which each new node is deployed,
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and assume the new node is deployed randomly and uniformly within that subregion. Accordingly,

the region of interest is partitioned into a number of subregions represented by the index set R =

{1, 2, . . . , r}. As speci�ed in De�nition 1 and Assumption 1, we further restrict the redeployment

decision by assuming new nodes are assigned to a given subregion based on the network size and

the current number of sensor nodes in a subregion.

De�nition 1. For a given network size, the template structure for a WSN speci�es how many sensor

nodes should be located in each subregion. That is, if there are n sensor nodes in the network, a

template structure, hn = (hn(1), hn(2), . . . , hn(r)), speci�es the number of nodes, hn(i), located in

each subregion i ∈ R.

De�nition 1 introduces the idea of a template structure, which might be informed by desired

performance goals (e.g., a highly reliable network). For example, sensor nodes located near the sink

node contribute signi�cantly in routing information from nodes farther away that cannot directly

communicate with the sink node. Therefore, it might be desirable to deploy sensor nodes in a higher

density near the sink to provide redundant communication paths, and prevent a single node failure

from disconnecting a large portion of the WSN. In addition to in�uencing the initial deployment of

sensors, a template structure(s) can be informative in a WSN maintenance policy that deploys new

sensor nodes by advising the subregion new sensor nodes should be deployed in.

Assumption 1. When new sensor nodes are deployed in the WSN, the number of new nodes

deployed in each subregion is determined by the template structure for the resulting network size.

That is, suppose there are currently ni sensor nodes located in each subregion i ∈ R. Let n′ =∑
i∈R ni and suppose we wish to deploy n′′ new nodes. Let zi denote the number of nodes deployed

to subregion i ∈ R. We choose zi, i ∈ R, to minimize max{hn′+n′′
(i) − ni − zi : i ∈ R}. Note

that the resulting number of nodes ni + zi in each subregion i ∈ R will be equal to hn
′+n′′

(i) unless

nj > hn
′+n′′

(j) for some subregion j ∈ R, in which case we ensure the resulting number of nodes in

each subregion i ∈ R is not too much smaller than hn
′+n′′

(i).

To illustrate Assumption 1, suppose there are r = 3 subregions with (n1, n2, n3) = (3, 4, 6) nodes

currently in each subregion. Note that n′ = n1 +n2 +n3 = 13 and suppose we wish to locate n′′ = 7

new nodes. Suppose the template structure for size n = n′ + n′′ = 20 is (h20(1), h20(2), h20(3)) =

(6, 9, 5). Then the new nodes will be assigned to subregions according to either (z1, z2, z3) = (2, 5, 0)

or (3, 4, 0). Note that in this example it is not possible to deploy new nodes in a manner that achieves

the template structure for a 20 node network. However, either of these actions ensures that the

resulting number of nodes ni + zi in each subregion i ∈ {1, 2, 3} is no more than 1 less than h20(i).

Assumption 1 leverages De�nition 1 by using the template structure to inform the subregion

new sensor nodes should be deployed in. This assumption simpli�es the decision problem in that

the primary decision must now address how many sensor nodes to deploy, and the resulting network

size and template structure will in�uence the subregion a new node is deployed in.

Collectively, De�nition 1 and Assumption 1 support the idea there there is some insight before-

hand into how the network should be designed, and the decision should re�ect that new nodes are
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deployed to achieve something close to this design over time. Even when exact sensor node place-

ment is not feasible introducing a number of subregions and de�ning a template structure allows

new nodes to be deployed with varying density throughout the network, the advantages of which

are explored in [52].

It is important to note that the deployment action (speci�cally the subregion new nodes are

deployed in) is determined by the template structure, however selecting the �best� or �optimal�

template structure is not a trivial task. In fact, one of the implications of Assumption 1 is that the

decision avoids the complexity present in an optimal network design problem as well, allowing our

model to place a larger focus on the impact of WSN maintenance, speci�cally the timing and the

number of nodes to deploy.

We recognize that there are a large number of strategies in de�ning subregions (both the number

and size) as well as approaches to inform the template structure. Given the complexity present by

addressing network reliability and a series of actions to maintain a WSN over time, De�nition 1 and

Assumption 1 are present to avoid introducing additional levels of di�culty in the model and/or

decision. However, they are designed to be �exible and allow the model to address relaxations of

these assumptions in future work. In this manner, one of the bene�ts of introducing subregions is

that the model is �exible and able to address the scenario in which sensors are randomly deployed

over the entire region (i.e., r = 1), as well as scenarios in which a more controlled deployment (i.e.,

r > 1) is possible [52,53]. The number of subregions can also be in�uenced by the application of the

WSN, thus the model is not dependent on a speci�c number of subregions. The focus of this work

is therefore not on the number of subregions or how to optimally partition the region, but rather

allow the model to address these di�erent scenarios.

3.2 MDP Formulation

When new sensors are deployed in the WSN, a �xed cost cF is incurred if at least one sensor is

deployed in addition to a variable cost cV for each sensor deployed. The �xed-plus-variable cost

model relates to the hardware plus non-hardware model discussed in [15], and is also used in a

related work investigating time-based redeployment policies [47]. It is assumed that all sensors

deployed in the network are homogeneous, in the sense that all sensor capabilities are identical and

sensors follow an i.i.d. failure distribution, F .

Since new sensors are deployed in the network over a sequence of missions, the collection of

sensors is heterogeneous in the sense that sensors have di�erent ages, and therefore di�erent residual

life distributions. Let k be the age of a sensor in the network, where sensors are deployed with initial

age k = 0. The age of a sensor therefore corresponds to how many missions the sensor has survived.

De�ne K = {0, 1, . . . ,K} as the set of all possible ages, where K is some upper bound on the age

of a sensor in the network.

The state space consists of two main components, the �rst of which is the observed distribution

of sensors in the network and is de�ned as

Nm = (Nm,i,k)i∈R,k∈K ≡ (Nm,1,0, Nm,1,1, . . . , Nm,1,K , Nm,2,0, . . . , Nm,r,K), (1)
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where Nm,i,k denotes the number of functioning sensors with age k ∈ K in subregion i ∈ R (immedi-

ately prior to the deployment of any new sensors) at the beginning of mission m . The total number

of functioning sensors in the network is denoted by N̄m =
∑
i∈R

∑
k∈K

Nm,i,k. The second component of

the state space is the budget available to deploy sensors during mission m (and all future missions),

denoted Bm. Combining these two components, the state of the system at the beginning of mission

m is de�ned by Sm = (Nm, Bm) ∈ S, where S is the set of all possible states.

After observing the state of the network, a decision must be made on how many new sensors are

deployed. Let xm denote the number of sensors deployed at the beginning of mission m. We de�ne

x̄mi as the number of sensors deployed in subregion i ∈ R at the beginning of mission m, and note

that x̄mi is determined based on Assumption 1. The resulting cost from implementing action xm is

denoted Cm(xm), where

Cm(xm) =

cF + cV xm, if xm > 0,

0, othwerwise.
(2)

The transition probability functions can now be used to characterize how the system evolves

from one state to another. First, note that an individual sensor with age k survives the current

mission with probability

pk =
F̄ ((k + 1)δ)

F̄ (kδ)
. (3)

Using the survival probability for an individual sensor, the transition probability for the number of

sensors with age k in subregion i is determined by

Pr(Nm+1,i,k|Nm,i,k−1, xm) =



b(Nm+1,i,1; x̄mi, pk−1), if k = 1 and

0 ≤ Nm+1,i,k ≤ x̄mi,

b(Nm+1,i,k;Nm,i,k−1, pk−1), if k > 1 and

0 ≤ Nm+1,i,k ≤ Nm,i,k−1.

(4)

where b(n;x, p) is the binomial probability of n successes in x trials with probability of success p.

The overall transition probability given maintenance action xm can now be determined by

Pr(Nm+1|Nm, xm) =
∏
i∈R

∏
k∈K

Pr(Nm+1,i,k|Nm,i,k−1, xm). (5)

The second component of the state variable is the budget, which transitions based on the corre-

sponding cost of the action implemented,

Bm+1 = Bm − Cm(xm). (6)

The state transition function is de�ned as Sm+1 = SM (Sm, xm,Wm+1), where Wm+1 represents

information on sensor failures that occur during mission m.

Given a starting budget B0, the objective is to deploy sensors in the network to maximize the

expected number of successful missions. For a given coverage requirement α, an individual mission is
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successful if WSN coverage over the duration of the mission remains above this requirement. Network

reliability is also de�ned with respect to α, and is de�ned as the probability the coverage requirement

is satis�ed over the mission duration. From an observed network state Sm and implementing action

xm, the resulting network reliability is denoted Rm(Sm, xm) = P [C(G(mδ+ δ)) ≥ α] where mδ+ δ

refers to the period of time at the end of mission m prior to the deployment of new sensors at

the beginning of the subsequent mission. Let Xπ
m(Sm) be a policy that determines the sensor

deployment action (when and how many sensor nodes are deployed) for each state Sm ∈ S. For a
given number of missions M , the objective is

max
π∈Π

Eπ
{M−1∑
m=0

Rm(Sm, X
π
m(Sm))

}
. (7)

Constraining a decision each mission is �rst the budget available, Bm, to deploy sensors in

the network. Additionally, there may be some desired minimum reliability (i.e., probability of

mission success), φ, that each mission must achieve. This constraint is intended to prevent the

scenario where network reliability is completely sacri�ced (i.e., unacceptably low reliability and

almost certain network failure) one mission, while the reliability of a later mission is near one.

Finally, there may exist an upper limit on the number of sensors allowed in the network, nmax,

to prevent the region from becoming saturated with sensors at any given time. Overall the set of

feasible actions, XSm , during mission m is therefore de�ned by

XSm =
{
xm : Cm(xm) ≤ Bm, Rm(Sm, xm) ≥ φ, N̄m + xm ≤ nmax

}
. (8)

A complicating aspect in determining the set of feasible actions is the reliability requirement an

action must satisfy. Because network reliability problems commonly fall in the #P-Compete class

of problems determining the exact set of feasible actions as de�ned by (8) is not a trivial task.

Section 3.3.1 addresses this di�culty by outlining an e�cient method to estimate network reliability

and instead apply the constraint to the estimated reliability of an action, R̂m(Sm, xm). In doing so

the set of feasible actions is now approximated as well, and it is possible our approximation includes

actions that are not feasible to (8). That is, the estimated reliability of an action may satisfy the

constraint and therefore appear in our approximated action set, but the true value might be below

the requirement. However, this should only occur for a small number of actions, and the actions

are feasible to the original problem with only a cost constraint.

The value function, Vm(Sm), is de�ned as the maximum number of successful missions remaining

among missions m,m+ 1, . . . ,M − 1 if the system is in state Sm at the beginning of mission m. To

determine an optimal policy to (7) we must �nd a solution to Bellman's equation,

Vm(Sm) = max
xm∈XSm

{
Rm(Sm, xm) + E

[
Vm+1(Sm+1)

∣∣Sm, xm]
}
. (9)

3.3 ADP Formulation

The previous section provides an initial MDP model for the condition-based sensor deployment

problem over a sequence of M missions. Common to many dynamic programming problems, this
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model su�ers from the curses of dimensionality [54]. The large size of the state space can be

illustrated by examining the distribution of sensor nodes in the network. For a network containing

i sensor nodes, these nodes can be allocated to di�erent subregions of the network
(
r+i−1
i

)
di�erent

ways. Due to node failures and the deployment of new sensor nodes, the total number of sensor

nodes in the network also varies between 0 and nmax. As a result, the size of the state space

considering only the distribution of sensor nodes in the network is
nmax∑
i=0

(
r+i−1
i

)
. Note that this does

not include any information about the age composition of nodes, which further complicates the

size of the state space. The remaining budget is also a factor, and can be bounded between 0 and

B0. Assuming integer values of cF and cV then the budget for mission m can also assume integer

values between 0 and B0, and the size of the state space can be bounded by B0

nmax∑
i=0

(
r+i−1
i

)
for a

single mission. The large deployment action space and outcome space (i.e., observing sensor node

failures) are additional components that limit exact algorithms to be applied for only small problem

instances.

For large-scale WSNs of interest, ADP can be applied to the condition-based sensor deployment

problem. First, the optimality equations can be reformulated around the post-decision state variable,

Sxm = (Nx
m, B

x
m), which is the state at the beginning of mission m immediately after new sensor

nodes have been deployed. In the post-decision state, the number of sensors functioning in each

subregion immediately after new nodes have been deployed and the total number of sensor nodes in

the network are represented by Nx
m and N̄x

m, respectively. Analogous to Equation 1, Nx
m is a vector

with rK components such that Nx
m,i,k refers to the post-decision number of functioning sensor nodes

of age k ∈ K in subregion i ∈ R. Collectively, the post-decision state variable Sxm = (Nx
m, B

x
m) is

de�ned by (10) and (11) below.

Nx
m,i,k =

x̄mi if k = 0

Nm,i,k if k ∈ {1, 2, . . . ,K}
(10)

Bx
m = Bm − Cm(xm). (11)

Similarly, Bx
m refers to the remaining budget after implementing the deployment action. Let

V x
m(Sxm) denote the value of being in the post-decision state Sxm, and is de�ned as the maximum

number of successful missions among missions m+ 1,m+ 2, . . . ,M −1 given the post-decision state

variable Sxm. The relationship between V x
m and Vm is given by

V x
m−1(Sxm−1) = E[Vm(Sm)|Sxm−1], (12)

where

Vm(Sm) = max
xm∈XSm

{
Rm(Sm, xm) + V x

m(Sxm)
}
. (13)

Substituting (13) into (12) we obtain the optimality equations around the post-decision state variable

V x
m−1(Sxm−1) = E

{
max

xm∈XSm

(
Rm(Sm, xm) + V x

m(Sxm)
)
|Sxm−1

}
. (14)
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One of the advantages of utilizing the post-decision state variable is the expectation is now

outside of the maximization problem. The resulting maximization problem in (14) is less complicated

than the original formulation in (9), but still requires an evaluation of network reliability. Due to

Assumption 1 the network structure with respect to the post-decision state Sxm will be similar to the

template structure given by De�nition 1. Based on this observation, the following section describes

an approach for approximating Rm(Sm, xm) based on estimating the D-spectrum of the template

structure.

3.3.1 Destruction Spectrum Reliability Estimation

The D-spectrum is an approach to evaluating reliability, Rm(Sm, xm), which appears both in Equa-

tion (8) and (14). The action of deploying new sensors in the network in�uences the network

structure and the number of sensors functioning in each subregion of the network. From informa-

tion available in the post-decision state variable we can apply the network D-spectrum to estimate

reliability, but must �rst de�ne a number of state aggregation functions. Let S(a) be the state space

at the ath level of aggregation, where the aggregation function Aa maps the original state space S to

S(a). De�ne A1 as the function that aggregates over the age composition of sensors in a subregion,

resulting in the number of sensors in each subregion, N
(1)
m = (N

(1)
m1, N

(1)
m2, . . . , N

(1)
mr). The second

aggregation function, A2, aggregates over the subregions in the network, resulting in the number of

sensors with a given age, N
(2)
m = (N

(2)
m0, N

(2)
m1, . . . , N

(2)
mK).

Applying the �rst aggregation function to the post-decision state variable, we can determine

the number of sensors functioning in each subregion which informs the current WSN structure.

Alternatively, as a result of Assumption 1 this closely matches a prede�ned template structure.

This is of signi�cance because we can estimate the D-spectrum for each of our template structures,

an in turn WSN reliability from the post-decision state. The D-spectrum estimate with respect to

template structure hn is denoted ŝh
n

α,i, and is the probability the ith sensor failure results in network

coverage falling below the requirement α in a network where there are hn(j) sensor nodes randomly

and uniformly located in subregion j ∈ R. A Monte Carlo simulation is implemented to estimate

the D-spectrum, which further illustrates the value of Assumption 1. Instead of requiring a Monte

Carlo simulation repeatedly throughout the MDP/ADP model, the D-spectrum is only required for

the template structures which can be estimated prior to solving the model, avoiding the need to

constantly estimate the D-spectrum within the model itself.

From the second aggregation function we can determine the probability of randomly selecting a

sensor with age k in the network by

ρ̃k =
N
x,(2)
mk

N̄x
m

, k ∈ Z≥0. (15)

With (15), the residual life distribution for a sensor randomly selected in the network is now given
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by the cdf

G̃(t; δ) =

∞∑
k=0

F (kδ + t)− F (kδ)

F̄ (kδ)
ρ̃k, (16a)

=

∞∑
k=0

F (kδ + t)− F (kδ)

F̄ (kδ)

N
x,(2)
mk

N̄x
m

, (16b)

and note that this follows a development similar to that in [47], based upon [55]. From the D-

spectrum estimate and residual life distribution in (16b), network reliability over the next mission,

given the observed state Sm and action xm can be estimated by

R̂m(Sm, xm) =

N̄x
m∑

i=1

ŝh
n

α,iB(i− 1; N̄x
m, G̃(δ; δ)), (17)

where B(i−1; N̄x
m, G̃(δ; δ)) is the cumulative binomial probability distribution of no more than i−1

successes in N̄x
m trials with probability of success G̃(δ; δ) [45].

One of the limitations of the proposed approach to reliability estimation is that it uses the

stable residual life distribution derived in (16b), which relies on a probability distribution of sensor

ages aggregated over the entire network. Since we observe information on the age distribution of

sensors within a subregion, it is reasonable to question why this level of detail is not retained and

incorporated in our estimation method. That is, the residual life distribution can be subregion

dependent and more accurately re�ect the state of the network. A disadvantage of this approach is

it now requires an application of the multi-dimensional D-spectrum [56] which is more complicated

to estimate. To alleviate introducing further complexity into the model, we leave an in-depth

investigation for this consideration for future work.

3.3.2 Value Function Approximation

Due to the large state space, we approximate the value function through the use of the previously

de�ned aggregation functions and lookup tables. This is based on the observation that the age

composition of sensors in the network and the distribution of sensors contribute greatly to the

size of the state space. The former is necessary to estimate the stable residual life distribution

while the latter is necessary to estimate the destruction spectrum, both of which are required to

estimate reliability of the current mission. It is reasonable to expect that while both of these

components will impact future missions as well, the primary factor impacting future missions can

be summarized by the number of nodes in the network. Therefore, we aggregate over the age

composition and subregion distribution of sensors in approximating the value function. This is

de�ned as the aggregation function A3 ≡
∑
i∈R

∑
k∈K

Nm,i,k, which is equivalent to N̄m.

Additionally, the starting budget B0 in�uences the size of the state space and impacts the

ability to deploy new sensors in the network. Assuming the variable cost of deploying additional

sensors is relatively small (particularly compared to the total cost), deploying one or two additional

sensors has a minor impact on the budget remaining. It is also reasonable to assume that the
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impact of deploying one or two additional sensors has a minor increase to the overall value function,

particularly when compared to the impact of deploying 15 to 20 additional sensors. As a result we

can aggregate the budget into di�erent intervals corresponding to a range of values that result in

a similar state value. If the budget is aggregated into intervals of size d, there are now B̄0 = dB0
d e

di�erent budget states.

The approximate value function for a given post-decision state Sxm is denoted V̄m(Sxm), and with

an aggregated state space size of approximately B̄0× nmax is signi�cantly smaller than the original

state space. We recognize that there are alternative methods to approximate the value function

(e.g., using basis functions with a regression model, nonparametric models, etc.), and a look-up

table signi�cantly simpli�es this step. For the results in Section 4 we will demonstrate that the

resulting CBDP performs favorable in comparison to existing node deployment policies [47,50].

3.3.3 Determining An Optimal Action

The primary question that remains is addressing how the maximization problem in (14) is solved for

the optimal value and corresponding action. From the observed state Sm, we can �rst determine

an upper bound on the number of sensors that can be deployed by ñ = nmax − N̄m (assuming

the budget does not limit us �rst). This results in a range of (0, ñ) to search for the the number

of new sensor nodes to deploy. Since the D-spectrum is independent of the failure distribution

of sensors in the network, the reliability for each post-decision state evaluated in this search can

be quickly estimated without re-evaluating the D-spectrum. The only step that is required is to

update the residual life distribution (16b), after which reliability can be estimated by applying (17).

While estimating the D-spectrum is more e�cient than a traditional Monte Carlo simulation to

estimate reliability, repeatedly estimating the D-spectrum for di�erent network structures becomes

computationally burdensome. With Assumption 1, we can estimate the D-spectrum for template

structures over a range of network sizes (e.g., for a network with 300 to nmax sensors) once at the

very beginning of the problem and store the estimates for use later in the ADP model.

As a further enhancement, we revisit the discussion from Section 3.3.2 in which we noted that

a single additional sensor has a minor impact on network reliability and the future number of

successful missions. Based on this observation, we can search the range (0, ñ) in intervals of d

nodes, i.e., resulting in approximately ñ/d reliability evaluations instead of the ñ evaluations that

would be required to do a complete search of (0, ñ).

3.3.4 Initializing the Value Function

A more simplistic policy considers the impact of deploying sensors on only the upcoming mission.

This is a version of a myopic policy, and can be informative in our ADP formulation as well.

Since a myopic policy is interested in reliability of a single mission, the policy will always deploy

sensors until a constraint limits the action. That is, the myopic policy will never skip a deployment

opportunity, and deploy sensors every mission until a constraint is reached (e.g., budget no longer

available or maximum network size reached). When considering a myopic policy it is therefore more

appropriate to consider, or allocate, a small budget to each mission to ensure there is a budget
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available to missions near the end of the planning horizon as well. A myopic CBDP is explored

in [50], and is of value to our ADP model in two ways. First, as discussed in [50], a myopic CBDP

results in a relatively consistent network size. Applying Assumption 1 when a �xed number of

sensor nodes are deployed across all missions results in a consistent template structure over time.

Through a comparison with an ADP policy we can now highlight the signi�cance of allowing greater

control on the number of sensor nodes deployed (and therefore budget allocated to) each mission.

Second, the resulting reliability estimate of a myopic CBDP can be of value in the ADP formulation

to initialize the value function. In the ADP problem, if there is a budget Bm remaining then one

option is to evenly allocate this budget to the remaining M − 1 − m missions. This essentially

corresponds to a myopic policy with each mission receiving Bm
M−1−m of the budget. The reliability of

the myopic policy can then be used to estimate the number of successful missions in the remaining

M − 1−m missions and initialize the value function.

3.4 Approximate Value Iteration Algorithm

Algorithm 1 outlines an approximate value iteration (AVI) algorithm utilizing a value function

approximation based on a lookup table representation on the aggregated state space, adapted

from [54]. The AVI algorithm updates our value function approximation over a sequence of it-

erations y = 1, 2, . . . , Y , which in turn updates the CBDP. Sym represents the observed state at the

beginning of mission m in iteration y, and Sx,ym represents the post-decision state variable given

action xm. V̄ y
m−1(Sx,ym−1) represents the value function approximation for the post-decision state

variable Sx,ym−1 during iteration y, and is updated based on the step size parameter ηy. While Al-

gorithm 1 outlines a relatively standard AVI algorithm, we hope to show that the resulting CBDP

are a signi�cant improvement over both a myopic condition-based deployment policy and a time-

based deployment policy. As this is also one of the �rst ADP applications for the maintenance of

a complex WSN with respect to a reliability evaluation, the performance of the AVI algorithm can

identify components of the model to focus more on in future work.

4 Numerical Example

In this section we illustrate the performance of the ADP formulation and provide results for a

number of test instances. The lifetime of each sensor node is distributed according to a Weibull

distribution, which is also selected to model failures in [57] and [27], with a shape parameter β = 1.5

and a scale parameter λ = 10. Sensor capabilities are de�ned by on a common communication radius

d1 = 0.075 and a monitoring radius of d2 = 0.075. Values for the sensor node capabilities are selected

to provide a notional instance with reasonable parameter values. An increasing failure rate (IFR)

distribution (i.e., β > 1) is selected to re�ect that the expected remaining life of a sensor node

should decrease as the node consumes limited available energy. In practice, the scale parameter

λ would depend upon the hardware, application, and environment; however, since an equivalent

problem results upon scaling λ and δ by a constant factor the results are easily generalizable to

other values of λ. Values for the communication and monitoring radius are selected to provide a
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Algorithm 1 AVI for Finite Horizon Problem Using the Post-Decision State

1: function AVI

2: Initialization: approximation of the value function V̄ 0
m(Sx

m) for all post-decision states,

and an initial state Sx,1
0 . Set y = 1.

3: For m = 0, 1, 2, . . . ,M − 1,

4: Determine v̂ym by

v̂ym = max
xm∈XSm

(
Rm(Sy

m, xm) + V̄ y−1
m (Sx,y

m )
)

and let xym be the optimal action.

5: Update V̄ y−1
m−1 using

V̄ y
m−1(Sx,y

m−1) = (1− ηy−1)V̄ y−1
m−1(Sx,y

m−1) + ηy−1v̂
y
m.

6: Sample W y
m+1 and compute the next state Sy

m+1 = SM(Sy
m, x

y
m,W

y
m+1).

7: Increment y. If y ≤ Y go to step 3.

8: Return the value functions (V̄ n
m)M−1

m=0 .

9: end function

balance between the capability of an individual node, and the number of sensor nodes required for

overall network function.

The cost of deploying sensors in the network is determined by the variable cost cV = 1, with a

�xed cost cF = 100 incurred each time one or more sensors are deployed. Fixed and variable costs

are selected to balance in the ratio of the �xed cost of accessing the network, which may be large

when the network is in a hostile environment, and the individual cost of a single sensor node. The

region of interest is a [0, 1]×[0, 1] unit square that is partitioned into r = 16 equal sized subregions of

size 0.25×0.25. This partitioning of subregions is selected to provide the model �exibility in focusing

the deployment of new nodes either toward the middle of the region or toward the boundaries as

needed. Additionally, 441 targets are uniformly spaced as a 21×21 grid representing target locations

where the WSN must provide coverage. The number of targets and their distribution is selected to

ensure coverage throughout the entire region is su�ciently captured.

In the results that follow the number of sensor nodes in a given subregion of the WSN, which

de�nes the template structure, is based on a subregion weight and is inversely proportional to (1)

the distance from the center of the subregion to the sink node, and (2) the probability that all

sensor nodes in a subregion are connected (see [58] for details). De�ning template structures in

this manner is in�uenced by two factors. First, if the number of sensor nodes in each subregion is

approximately equal, then it is desirable to deploy a new node near the sink and provide a level

of redundancy in communication paths with the sink node. Second, if a subregion is farther away

from the sink node but has a very small number of functioning sensor nodes then they are likely
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disconnected from one another and/or cover a small fraction of the subregion. Therefore we also

desire to deploy a number of new sensor nodes in this subregion as well, and constructing template

structures in this manner is designed to balance these two competing objectives.

De�ning template structures in this manner also accounts for the overall size of the WSN. Smaller

sized networks require a more uniform distribution of sensor nodes to balance coverage in exterior

regions and sensor nodes located near the sink to support network connectivity. Meanwhile, once

a su�cient number of sensor nodes are deployed in the exterior regions a larger sized network will

focus more on the subregion surrounding the sink node in an attempt to increase the redundancy

in communication paths.

The step size in�uences the rate at which the value function approximation is updated and the

convergence of the AVI algorithm. Since the value functions are initialized with a myopic CBM

policy, the initial step size for updating the value function approximation is η0 = 0.7, and the step

size is updated according to

ηy = η0
a

a+ y − 1
, (18)

with a = 20. This step size rule allows the rate at which η drops to zero to be in�uenced by the

parameter a, with larger values slowing the rate at which η decreases.

For the test instances, the inspection interval δ varies among {2, 3, 4}, and the number of

missions is selected so that the total time horizon (M ∗ δ) is approximately the same. The coverage

requirement is set at α = 0.8, meaning if the WSN covers less than 80% of target locations the

network is in a `failed' state. The maximum network size is also �xed at nmax = 950 sensors for

every test instance, with an initial number of N̄0 = 650 sensors deployed in the region. Parameter

values for each test instance, to include the starting budget, B0, and reliability requirement, φ, are

provided in Table 1. To force exploration in the decision space, each mission there is a 5% chance

a random non-optimal deployment action is implemented.

Table 1 also provides performance results of Algorithm 1 with Y = 300 replications, where

column 5 (labeled V0) reports the expected number of successful missions from the resulting ADP

policy. The �nal column in the table, labeled Monte Carlo Policy Evaluation (MC-PE), reports the

average number of successful missions observed when the optimal ADP policy is evaluated through

a Monte Carlo Simulation, assisting a later discussion on a comparison of the expected vs observed

policy performance. Starting with δ = 4 and the largest budget B0 = 8700, the WSN is not overly

strained and a su�cient number of new sensors can be deployed when needed to maintain the WSN

at a high level. The budget is also large enough that enforcing a minimum reliability requirement

on every mission has little impact on the performance of the optimal deployment policy. The next

pair of test instance reduces the budget by 1, 100 which corresponds to a smaller number of sensors

that can be deployed, and a larger emphasis on deploying sensors e�ectively to avoid the �xed cost

consuming a large portion of the budget. While the budget is more constraining in this instance,

the expected number of successful missions of 23.66 (23.99 without a reliability requirement) is still

relatively high. The following pair of test instances result in a similar decline in WSN performance,

particularly when a reliability requirement is present. Compared to the previous group of test
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Table 1: Test Instances and Policy Performance

δ M B0 φ V0 MC-PE

4 25 8700 0 24.97 24.95

4 25 8700 0.95 24.97 24.97

4 25 7600 0 23.99 23.85

4 25 7600 0.89 23.66 23.66

4 25 7400 0 23.13 22.69

4 25 7400 0.79 22.97 22.65

3 33 8050 0 31.89 31.71

3 33 8050 0.85 31.88 31.69

3 33 7650 0 29.45 28.14

3 33 7650 0.65 26.27 27.42

2 50 8700 0 49.95 49.89

2 50 8700 0.95 49.96 49.94

2 50 7600 0 48.54 47.54

2 50 7600 0.89 48.05 46.73

2 50 7400 0 47.19 45.55

2 50 7400 0.79 46.33 44.89
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instances the budget has decreased slightly to 7, 400, while the decline in the expected number of

successful missions is comparable to lowering budget from 8, 700 to 7, 600. This pair of test instances

also help illustrate the value in providing a minimum reliability requirement for each mission. When

no requirement is imposed and there is no penalty for WSN failure then network reliability for a

given mission can be sacri�ced to avoid the �xed cost. This allows a larger number of sensors to

be deployed over the remaining missions. When the reliability requirement is set to φ = 0.79 this

ensures that the probability a single mission is successful is still relatively high and also has little

impact on the expected number of successful mission over the planning horizon.

In the next grouping of test instances the inspection interval is lowered to δ = 3, and for the total

time horizon to remain approximately the same the planning horizon for the number of missions is

increased to 33. The noticeable result from this grouping is again observed in the smallest budget

instance with a reliability requirement in place. With a budget of 7, 650 and a minimum reliability

requirement of φ = 0.65, the expected number of successful missions is signi�cantly smaller compared

to the case when no requirement is in place. This is again a result of not penalizing WSN failure, and

by sacri�cing performance to avoid incurring the �xed cost the budget for the remaining missions

is large enough to maintain a highly reliable network.

The last grouping of test instances contain the shortest inspection interval with δ = 2 and the

largest number of missions with 50, in�uencing the policy in a number of areas. With a smaller

inspection interval the network is observed more frequently, and there is an opportunity to observe

a network state that might fail during the next mission that would not be observed under a larger

inspection interval. In this scenario, new sensors can be deployed to avoid the potential network

failure, and the overall number of successful missions should increase. Alternatively, with a shorter

time between inspections it might be more advantageous to avoid deploying sensors in the network

if the reliability of the upcoming mission is already at a su�cient level. While this does not improve

reliability for the next mission, the �xed cost is avoided and allows a larger number of sensors to

be deployed in the network over the remaining missions. For the largest starting budget of 8, 700

the ADP policy again results in an expected number of successful missions that is near the total

number. Even though the smaller inspection interval results in more frequent network observation

and more �exibility in when sensors are deployed, the decline in the expected number of successful

missions as the starting budget decreases remains noticeable.

4.1 Monte Carlo Policy Performance

The optimal CBDP identi�ed by the ADP algorithm is also implemented in a Monte Carlo simulation

to observe the average number of successful missions the policy achieves, and is reported in the

�MC-PE� (Monte Carlo Policy Evaluation) column of Table 1. These results help demonstrate the

performance of the deployment policy in a simulated setting obtain results close to the predicted

values. In several of the test instances with a larger inspection interval the performance of the ADP

policy matches the expected number of successful missions. The largest di�erence between the

expected and observed number of successful missions occurs for the smallest budget and smallest

inspection interval test instance. In this test instance, the observed number of successful missions is
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slightly smaller than the expected number. Observing the largest deviation in this test instance is

somewhat expected since this corresponds to a more di�cult scenario. A smaller δ results in more

missions, which implies a larger number of decisions are made. This instance is also more resource

constrained since it has the smallest budget. While the observed performance of the ADP policy

does begin to deviate as the test instances become more di�cult, the overall observed number of

successful missions remains relatively high.

The observed MC-PE also provides a more appropriate comparison on the results for an inspec-

tion interval of δ = 4 with an inspection interval of δ = 2. For each test instance, the resulting ADP

policy with an inspection interval of δ = 4 is also a feasible policy for the corresponding δ = 2 test

instance. As a result, the observed number of successful missions in an optimal ADP policy for the

δ = 2 instance should be at least twice that of the corresponding δ = 4 test instance. However in a

majority of the test instances the observed number of successful missions for the δ = 2 ADP policy

is approximately double that of the corresponding δ = 4 ADP policy, and is lower than expected

in the B0 = 7400, φ = 0.89 test instance. This again highlights the di�culty of the test instance

and the impact of reducing the time between network observations. When the network is inspected

more frequently a larger number of deployment decisions must be made regarding when and how

many sensors are deployed. The comparison in the observed performance of the ADP policy for

di�erent inspection intervals further demonstrates the complexity of a policy related to the repeated

deployment of sensors in a WSN, and suggest there is an opportunity for future work to focus on

improving a policy when the planning horizon increases.

4.2 ADP Comparison to Myopic Policy

In addition to initializing the value function, the myopic deployment policy provides a good compar-

ison to demonstrate the improvement of the ADP policy. For this purpose, the myopic CBDP [50]

is also implemented in a Monte Carlo simulation with a budget of B0/M available to deploy sensors

per mission. To the best of our knowledge this is only prior work that focuses on WSN reliability

with region-based node redeployment over time. The observed number of successful missions for

the myopic policy is provided in Table 2, along with the previous ADP results.

Table 2: Observed ADP and Myopic Policy Comparison

δ M B0 φ ADP MC-PE Myopic Policy

4 25 8700 0.95 24.97 23.96

4 25 7600 0.89 23.66 21.44

4 25 7400 0.79 22.65 19.34

3 33 8050 0.85 31.69 28.31

3 33 7650 0.65 27.42 18.98

In each of the test instances the ADP policy results in a larger number of successful missions,

and is more noticeable with a smaller budget. This result is somewhat expected since the ADP
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policy is allowed to deploy a variable number of sensors and reallocate the budget as necessary,

saving when able and deploying a larger number of sensors when needed. However the magnitude

of this improvement is quite signi�cant particularly when the budget is more constraining, clearly

seen in the instance with δ = 3 and a budget of B0 = 7650. With the small budget available in

this instance the myopic policy performs quite poorly and only 19 of the 33 missions are successful,

compared to the ADP policy which is able to achieve over 27 successful missions. A similar outcome

is observed with an inspection interval of δ = 4, in which the ADP policy again performs noticeably

better than the myopic policy in each instance. The signi�cant improvement of the ADP policy over

a myopic policy illustrates the value of a deployment policy that considers the impact on network

performance over a planning horizon, compared to traditional policies that focus on an immediate

e�ect.

4.3 ADP Policy Investigation

We are also interested in investigating the impact any test instance parameters have on the result-

ing ADP Policy. One observation is that the optimal policy is more likely to skip a deployment

opportunity (i.e., deploy zero sensors at the start of a mission) as the starting budget B0 and/or

the inspection interval δ decrease. For a large starting budget, it may be possible to incur the

�xed cost every mission and still deploy a su�cient number of sensors to maintain a highly reliable

network. As the budget decreases, the �xed cost of deploying sensors every mission consumes a

larger proportion of the overall budget which results in fewer sensors deployed each mission. There-

fore, it becomes more desirable to skip a maintenance opportunity when allowed to avoid the �xed

cost, providing a larger budget over the remaining missions and increasing the proportion of the

budget consumed by the variable cost, which equates to a new sensor in the network. Similarly,

as the inspection interval decreases the amount of time the network must function until the next

deployment window is also smaller. Compared to a larger inspection interval, it is likely that fewer

sensors will fail in a shorter time interval and the network will more often be observed in a state

providing the opportunity to skip sensor deployment while ensuring the upcoming mission remains

successful with high probability.

The average percent of the budget consumed by the variable cost in each policy is reported in

Table 3. For each test instance the column labeled �No Reliability Requirement� implies φ = 0,

while the column �With Reliability Requirement� refers to the non-zero reliability requirement for

the corresponding test instance de�ned in Table 1. When δ = 4, the signi�cant drop in the starting

budget between the �rst and second test instance impacts both the total number of missions in

which sensors are deployed and the number of sensors deployed. However given the longer time

between inspection intervals it is more di�cult to skip a deployment opportunity and maintain a

highly reliable network, which is observed by the decrease from 71.26% to 68.42% (71.41% to 67.25%

with a reliability requirement) of the the overall budget dedicated to variable cost. Meanwhile, the

budget allocation appears to be impacted less for the smaller inspection intervals. For example,

when δ = 3 the overall proportion of the budget consumed by the variable cost is approximately the

same when the starting budget decreases from 8, 050 down to 7, 650. Additionally, for the inspection
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Table 3: Percent of Budget Dedicated to Variable Cost

δ M B0

No Reliability With Reliability

Requirement Requirement

4 25 8700 71.26% 71.41%

4 25 7600 68.42% 67.25%

4 25 7400 68.52% 67.38%

3 33 8050 61.00% 61.02%

3 33 7650 62.51% 61.24%

2 50 8700 70.75% 70.61%

2 50 7600 69.53% 69.71%

2 50 7400 69.94% 70.21%

interval δ = 2 the decrease in the percent of budget allocated to the variable cost is not as signi�cant

compared to the larger interval of δ = 4. This result is somewhat expected since the network does

not have to operate as long until the next deployment decision, and there is more �exibility for the

ADP policy to control when sensors are deployed in the network providing a better balance between

the �xed and variable cost.

The discussion at the end of Section 4.1 also highlighted the di�culty encountered in the δ =

2, B0 = 7400, φ = 0.79 test instance. Compared to the corresponding test instance with δ = 4, a

larger proportion of the overall budget is allocated to the variable cost under the smaller inspection

interval of δ = 2. This suggests that, as expected, the ADP policy in the δ = 2 instance is skipping a

deployment opportunity more often, but based on the observed policy performance compared to the

δ = 4 policy is struggling to do so in the most e�ective manner. This suggests that the ADP policy

can potentially be improved by focusing more on the timing of when a deployment opportunity is

skipped.

It is also interesting to note that for the smaller starting budgets and δ = 3 or δ = 4, the variable

cost consumes a larger proportion of the budget when there is no reliability requirement present. The

reason for this is that the ADP policy is actually more likely to skip a deployment opportunity when

there is no minimum reliability to maintain. With no penalty for network coverage falling below the

requirement and no minimum reliability the network must maintain the ADP policy is freely able

to sacri�ce network performance. By avoiding the deployment costs for the current mission, there is

a larger budget for the remaining missions which likely contributes to an increase in the number of

sensors deployed. When there is a minimum reliability requirement the policy must be more strategic

in when a deployment opportunity is skipped to ensure reliability of every mission is su�ciently

high. As a result, the opportunity to skip a deployment window likely arises by deploying a larger

number of sensors at the beginning of a previous mission, and/or a favorable network observation

in which only a small number of sensors failed during the prior mission. Compared to an instance
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with no reliability requirement, where an increase in the overall number of successful missions can

be achieved by low network performance over one or more missions.

4.4 Single Region Comparison

Finally, we explore the in�uence specifying the subregion a sensor is deployed in has on the overall

number of successful missions. A simpler strategy to implement might involve randomly deploying a

sensor over the entire region of interest, and is one of the more common assumptions when deploying

a WSN [52,59]. The previous model formulation can easily address a single region by setting r = 1.

It is interesting to note that since we previously de�ned a network structure by assigning weights

to every subregion which determined how new sensors were deployed, a decision in the multiple

subregion model is no more complex than the single subregion case. The only di�erence is that

now sensors are randomly deployed over the entire region, whereas we previously used a rule-set to

determine how sensors were allocated to each subregion.

Table 4 contains the expected number of successful missions from the optimal ADP policy when

sensors are randomly deployed over the entire region. The �nal two columns of Table 4, under the

`Subregion' label, contain the results from the corresponding test instance with multiple subregions

originally reported in Table 1. As expected, removing the ability to specify the subregion a sensor is

deployed in lowers the expected number of successful missions compared to the original performance

with multiple subregions. Even if the state variable de�nition remains the same (i.e., we are still

able to observe the number and ages of sensors in various subregions in the network), there is now

no guarantee that deploying new sensors based on observing a small number of sensors in one or

more subregions at the beginning of a mission will improve the performance in the degraded areas

of the WSN.

Table 4: Single Region Policy Performance

Single Region Subregion

δ M B0 φ V0 MC-PE V0 MC-PE

4 25 8700 0.95 24.91 24.89 24.97 24.97

4 25 7600 0.89 22.59 22.40 23.66 23.66

4 25 7400 0.79 20.79 21.12 22.97 22.65

3 33 8050 0.85 30.55 30.52 31.88 31.69

3 33 7650 0.65 24.53 25.35 26.27 27.42

2 50 8700 0.95 49.88 49.84 49.96 49.94

2 50 7600 0.89 45.73 44.03 48.05 46.73

2 50 7400 0.79 42.67 43.39 46.33 44.89

The decrease in expected number of successful missions resulting from randomly deploying

sensors over the entire region compared to a smaller de�ned subregion is more noticeable for the
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smaller starting budgets. This can partially be attributed to the impact in�uencing network topology

has on the probability of mission success in a smaller sized network compared to the impact in a

larger network. In terms of the budget available, a decrease to the budget results in a decrease

in the total number of sensors that are deployed over the planning horizon, and as a result the

overall size of the WSN is generally smaller as well. For smaller sized networks it is less likely

that randomly deploying sensors over the entire region of interest will result in sensors su�ciently

distributed throughout the region for coverage purposes, and within the communication radius of

nearby sensors necessary to route information to the sink node. While randomly deploying a sensor

within a smaller subregion does not entirely remove this problem, it does provide the ability to

avoid the situation in which one portion of the WSN is overly dense with sensor nodes whereas

another portion of the network is uncovered and individual sensors are isolated. Therefore, there

is a larger bene�t (e.g., improvement in probability of mission success) in a smaller network when

the subregion a sensor is deployed in can be speci�ed compared to the bene�t present in a larger

sized network. This is observed several of the test instances, for example with δ = 4 and B0 = 7400

where the single region ADP policy achieves an expected number of successful missions of 20.79,

while the previous results with 16 subregions achieve an optimal ADP policy with an expected 22.97

successful missions. Additionally, even if there is only a minor improvement for a single mission the

cumulative impact over the entire planning horizon can be more substantial.

Exploring the performance in a single region model helps further illustrate the signi�cance of

the ADP policy and considering the impact of an action on future missions as well. Notice that the

observed performance of the single region ADP policy, reported in the `MC-PE' column of Table 4,

is still able to outperform the myopic condition-based policy. This highlights the advantage of

deciding if and how many sensors are deployed each mission, allowing an appropriate allocation of

the budget to each mission as necessary. Even if new sensors are randomly deployed over the entire

region of interest, rather than more controlled through a subregion deployment policy, the decision

on when and how many sensors are deployed has a signi�cant impact on WSN performance over an

extended period of time.

A single region scenario also enables a more straightforward comparison with the TBDPs con-

sidered in [47], where sensors are deployed in order to restore the network to a �xed network size

at periodic time intervals. Instead of a direct comparison with a TBDP, we can �rst note that

there exists a close relationship between a TBDP and a corresponding myopic CBDP. In [47] an

expression for the cost rate of an associated TBDP is derived based on the expected number of

sensors that fail during a mission. The expected number of failed sensors informs the average cost

of deploying sensors to reach a �xed network size, which can now be treated as a �xed budget

available in a myopic CBDP. A TBDP di�er from the myopic CBDPs in Section 4.2 in that sensors

are randomly deployed over the entire region rather than a speci�ed subregion. Since the myopic

CBDP provides more control over how sensors are deployed, the performance of a myopic CBDP

is at least as good as the related TBDP. With this similarity, and the previous discussion on the

improvement of a single region ADP policy over a myopic CBDP, the ADP policy also improves

upon a simpler time-based policy.
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5 Conclusion

The coverage and communication capability of a WSN is made possible through the cooperative

e�ort of a large number of sensor nodes. The �exibility with which WSNs can be established,

randomly deploying sensors over a target region when exact placement is not feasible, enables their

incorporation into a wide range of applications. It is important to consider not only the initial

capability provided by a WSN, but performance over a period of time and the impact of eventual

sensor failures. As the number of failed sensors increases the decline in network capability becomes

more signi�cant and appropriate actions must be taken to restore WSN coverage and communication

abilities. A large focus on research related to this problem has been on deploying a small number

of new sensor nodes in the network at a single point in time. The selective maintenance problem

for a WSN over a prolonged period time in which sensors are repeatedly deployed in the network

has received less attention.

In this work we have contributed an MDP model for the condition-based sensor deployment

problem in which new sensors are deployed in the network over an extended period of time. While

MDP models have been applied to a wide range of WSN related problems, our model is one of

the few addressing maintenance through the repeated deployment of new sensor nodes, and one

of the �rst ADP applications for the maintenance of a complex WSN. Whereas previous sensor

deployment models have primarily been interested in extending a network lifetime metric, our work

also addresses the complexity encountered by incorporating a reliability objective. A few of the

di�culties that must be addressed in this problem include a variation in the age composition of

sensors as well as a dynamic network topology as sensors fail and new sensors are deployed in the

network. Our methodology has addressed both of these issues by the incorporation of the network

D-spectrum. The D-spectrum has been widely research in network reliability problems, but only a

handful of works discuss the D-spectrum in a maintenance optimization model as well [47, 49, 50].

Finally, we discussed an ADP solution approach using a value function approximations to determine

optimal CBDPs, and presented results on a range of test instances.

The model also provides several directions for future work, focusing both on the modeling

assumptions and ADP methodology discussed in Section 3. The reliability of a WSN is currently

de�ned based on a given coverage requirement. The objective is to maximize reliability, but there

is otherwise no detriment to not satisfying the coverage requirement over a mission. One possibility

is to include a penalty based on the probability of network failure, which could also re�ect need for

immediate maintenance to provide a functioning WSN at all times. With respect to sensor failures,

the model classi�es sensors into an operating or failed state. Similar to the development of selective

maintenance models for series-parallel systems, future work might allow multiple sensor states in

which a sensor is partially degraded but still able to contribute towards WSN functions.

The current model also assumes the WSN is observed every δ time units and does not explicitly

incorporate any cost associated with observation. A more complex decision might include whether

the WSN is inspected/observed or not, where there is a cost associated with observing the network.

Similarly network observation may be imperfect or there might be a time delay between our obser-
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vation and deployment action. These directions begin to incorporate uncertainty in the true state of

the network at the time sensors are deployed and might be better modeled as a partially observable

MDP.

Our value function approximation was based on a combination of aggregation functions and

lookup tables. Future work might consider the use of several basis functions and building a para-

metric model to approximate the value function. In this approach the previously de�ned aggregation

functions may still be of use, but exploration is needed to de�ne additional basis functions and an

appropriate model representation (e.g., linear, nonlinear, etc.). A parametric model approximation

of the value function is also of interest because it may provide additional opportunities to solve

the optimality equation each stage, allowing the optimal action to determined more e�ciently. An-

other direction for future work is to implement alternative solution methodologies, such as a Deep

Q-Learning algorithm, to help address the large state and action space, which would help provide

another point of comparison along with the myopic and time-based deployment policies.

Disclaimer

The views expressed in this article are those of the authors and do not re�ect the o�cial policy or
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